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Opening Remarks/Agenda

Introduction Josh Racette, President & CEO
   Baldrige Foundation

Panelist  Lourdes Gonzalez, Principal Advisor
   Lulu Process Design Group

Audience Moderator – Josh Racette
Questions   

Closing  Josh Racette Remarks 



Our Journey Today 
Optimize your journey towards process excellence by unlocking the 
power of LLMs and learning how to use AI technologies to design and 
improve your organization’s processes.

Learn about foundational concepts 
used by AI-Researchers to create and 
train the LLMs powering Gen-AI.

AI – A Brief Overview

Explore how process practitioners 
are using Gen-AI technologies in 
process design & improvement 
projects.

Real-World AI Applications

Performance is the lifeblood 
of process management.

The M in BPM is for 
Management

Learn to create effective prompts 
and what AI Apps are available for 
process practitioners. 

Let’s play with AI!

AI Technologies
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the core ideas behind LLMs are simple, intuitive, and useful to know

Large Models as a Task

Language Modeling | How 
do models learn?

Training Recipe
Pre-Training & Post-Training
Reinforcement Training

Training Models

High-level foundational 
concepts

LLMs: Language Models + 
Statistical Learning

LLMs in the marketplace
Differences between models

AI: LLM Products

1a

1c

1b

1d
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The Language Modeling Task

 Input: A sequence of words
 Output: Predict the next word
 Examples:

 Formalize a bit:
𝑤𝑤1,𝑤𝑤2,𝑤𝑤3, … ,𝑤𝑤𝑛𝑛

𝑉𝑉 = 
𝑤𝑤𝑛𝑛 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑤𝑤𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎|𝑤𝑤1, … ,𝑤𝑤𝑛𝑛

 How can we then estimate the probability?

6

𝑃𝑃 𝑤𝑤6 = 𝑏𝑏𝑎𝑎𝑎𝑎𝑏𝑏𝑎𝑎𝑎𝑎|𝑤𝑤1, … ,𝑤𝑤5 = ?

The dog ran up and ___

𝑤𝑤1 𝑤𝑤2 𝑤𝑤3 𝑤𝑤4 𝑤𝑤5 𝑤𝑤6



Estimating Probability…lots of Math Involved!
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Large Language Models (LLMs) 
LLM= Language Model Task + Statistical Learning + Distributed Representations
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LLM Training Phases
Pre-Training: Text Corpora -> Learn 

general natural language

• Goal of Pre-Training: Learn general patterns in 
language

• Corpus:
• Very large, unstructured text corpora
• Examples

o All web text (webpages, reddit, etc)
o Arxiv text (research papers)
o All book text (libgen)

• OSS Corpus: Common Corpus
o 500 Billion words

• (Meta) Llama 3 pre-trained on 15 Trillion tokens

Post-Training -> Learn to solve 
specific tasks

• Goal of Post-Training: Achieve better control LLM 
behavior by eliciting useful behaviors in pre-trained 
models. Post-training aims to extract and amplify 
valuable behaviors of pre-trained LLMs.

• Examples of what you can do: Solve specific tasks; 
Change style of responses; Adapt to different phrasing 
of tasks; Safety mechanisms (e.g., refuse to answer 
certain questions)

• Mechanism
• Many and varied, highly dynamic area (e.g., 

DeepSeek)
• In General:

• Curate a dataset that represents behaviors to elicit
• Train model on this dataset after training

More here: https://www.interconnects.ai/p/elicitation-theory-of-post-training

https://huggingface.co/blog/Pclanglais/common-corpus
https://www.interconnects.ai/p/elicitation-theory-of-post-training
https://www.interconnects.ai/p/elicitation-theory-of-post-training
https://www.interconnects.ai/p/elicitation-theory-of-post-training
https://www.interconnects.ai/p/elicitation-theory-of-post-training
https://www.interconnects.ai/p/elicitation-theory-of-post-training
https://www.interconnects.ai/p/elicitation-theory-of-post-training
https://www.interconnects.ai/p/elicitation-theory-of-post-training
https://www.interconnects.ai/p/elicitation-theory-of-post-training
https://www.interconnects.ai/p/elicitation-theory-of-post-training


One Approach to Train: Reinforcement Learning

• Learning is driven by:
• Trial and error
• Feedback from 

environment

• Mouse
• Action: walk distance
• Reward: cheese?

• At some point, reset the 
game and repeat.. a lot
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Post-Training: Putting it together
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Combine all methods, repeat several times in a row



LLMs behavior is entirely learned 
from data

• Available web corpora
• Written sources such as books
• Increasingly: Images, video, and audio
• Purpose built datasets for post-training

The data includes:
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the core ideas behind LLMs are 
simple, intuitive, and useful to know

Large Models as a Task

Language Modeling | How 
do models learn?

Training Recipe
Pre-Training & Post-Training
Reinforcement Training

Training Models

High-level fundamental 
concepts

LLMs: Language Models + 
Statistical Learning

LLMs in the marketplace
Differences between models
• Primary differences
• Examples

AI: LLM Products

1a

1c

1b

1d
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Primary Differences: API vs Open Parameters

• API Only versus Open Parameters 
versus On Premise

• Open Parameters:
• Can download the model, run it 

yourself, fine-tune it 

• API Only:
• Must send input to remote service to 

get response
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Primary Differences Among Models
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Size

•Each model has a different 
number of parameters

•Generally, more parameters -> 
better model

•But: more parameters -> slower, 
more compute intensive

•Typical model sizes range from 
1B to 100B

Input / Output

•Input: what can model take as 
input?
•Text; Images; Video; Audio; …

•Output: what can the model 
output?
•Text; Image; Video; Audio; …



General Advice
• Try all the options
• Compare their output
• Use the one that yields the output you like most
• Or has the UI you like most
• They all have different strengths/weaknesses

16

1d: AI: LLM Products



 Models are trained to minimize prediction error
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 Only a few foundational ideas underlay LLMs



Our Journey Today 
Optimize your journey towards process excellence by unlocking the 
power of LLMs and learning how to use AI technologies to design and 
improve your organization’s processes.

Learn about foundational concepts 
used by AI-Researchers to create and 
train the LLMs powering Gen-AI.

AI – A Very Brief Overview

• Explore how process practitioners 
are using Gen-AI technologies in 
process design & improvement 
projects.

• AI + BPM CHEAT SHEET!

Real-World AI Applications

Performance is the lifeblood 
of process management.

The M in BPM is for 
Management

Learn to create effective prompts 
and what AI Apps are available for 
process practitioners. 

Let’s play with AI!

AI Technologies
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What is process-based management 
(BPM)?

Continuous management of the hierarchy
of processes by which value is created, 
accumulated, and delivered, with the active 
intention of optimizing process performance 
through mindful, continuous improvement.
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Baldrige Excellence Framework | A System Perspective
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Performance |the purpose of a process is performance
- that it’s the lifeblood of process management



PERFORMANCE TARGETS

ESTABLISHING THE FOUNDATION

C

UNDERSTANDING X-FUNCTIONAL CONTINUOUS ENABLE COMMITMENT

WHICH PROCESS? FOCUS! WWGLL EFFICIENCY

ASSESS RESPOND
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Process-based Management | a Systematic and Effective Approach



Our Journey Today 
Optimize your journey towards process excellence by unlocking the 
power of LLMs and learning how to use AI technologies to design and 
improve your organization’s processes.

Learn about foundational concepts 
used by AI-Researchers to create and 
train the LLMs powering Gen-AI.

AI – A Very Brief Overview

• Explore how process practitioners 
are using Gen-AI technologies in 
process design & improvement 
projects.

Real-World AI Applications

Performance is the lifeblood 
of process management.

The M in BPM is for 
Management

Learn to create effective prompts 
and what AI Apps are available for 
process practitioners. 

Let’s play with AI!

AI Technologies

01

03

02

04

23



use a case study to illustrate how the BPM practitioners can 
enhance their skills using proven AI tools.

Developing v0 Process Architecture – 
AI Tools

Process Architecture V0

Gen AI Apps
Tips for Process Practitioners

AI + BPM Cheat Sheet

Learn how to structure them
Ask Ask Ask!

Tips for Structuring Chat 
Prompts

Practical Recommendations

My Take on Best AI Apps

2a

2c

2b

2d
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Developing Version 00 of the Process 
Architecture



Business Process Architecture: 0th version from ChatGPT + BPM Expert
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Processes that help plan and govern
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Processes that provide resources to the core processes

Core Processes that provide value to Customers



Business Process Architecture: 00th version from ChatGPT + BPM Expert
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Build Strategic 
Partnerships

Support National 
Baldrige Program 

Initiatives

Promote Performance Excellence

Engage Stakeholders

Sponsor Awards & 
Recognition Programs

Advocate for Policy & 
Legislative Support

Support Stakeholder 
Events & 

Engagements 

Coordinate Fellows 
Program

WARNING: This does NOT substitute the engagement value of 
creating a Business Architecture with the Organization! 
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Develop Vision Mission 
& Nurture Values

Establish & Oversee 
Governance and Ethics

Define & Review 
Policies

Ensure Risk 
Management & 

Compliance

Manage Brand, 
Communications, and 

Public Relations

Manage Organizational 
Performance & Impact Manage Innovation

Define Strategic 
Priorities & Long-Term 

Financial Goals

Develop & Execute 
Strategic Plans

Manage 
Organizational 

Knowledge

Improve Process 
Performance

Define & Manage 
Technology Roadmap

Manage Financial 
Resources & 
Fundraising

Manage Security & 
Cybersecurity 

Provide Human 
Resources & Talent 

Support

Manage 
Organizational 

Change

Manage Volunteer 
Workforce & Network 

of Experts

Recognize & Elevate 
Best Practices

Foster Global 
Collaboration

Identify & Engage 
Prospect Donors

Raise & Manage Funds
Develop Fund 

Raising Campaigns
Manage Donations 

& Sponsorships
Track & Report 

Fund Performance

Commission & Fund 
Research

Develop & Disseminate Knowledge
Develop Tools & 

Resources
Publish & Share 

Knowledge

Support Knowledge 
Translation & 

Learning

Manage Board & 
Executive Team



Tips for structuring Chat Prompts
Common Sense:  the more specific the prompt is, the more accurate the outcome will be

• RCT: Role, Context, Format*
• RTF: Role, Task, Format*
• RPCERF: Role, Purpose, Context, Expectation, Request, Format
• CTF: Context, Task, Format*
• PECRA: Purpose, Expectation, Context, Request, Action
• TREF: Task, Requirement, Expectation, Format*

* Format: be concise, use less corporate argon, or be very detailed! Also, I rather use a professional because I’m seeking to 
brainstorm with a technical “partner”.
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Gen AI Apps & Tips:  Process Architecture Design
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Exciting Features of AI-Enabled Process Modeling Software Products 
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BPM Practitioners & 
AI Technologies

(Cheat Sheet +)



BPM Practitioner | AI Integration 

32



GenAI + BPM - 
“Cheat Sheet” 2025
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 Human-centric management skills 
are critical to achieve business 
excellence!

 Actively manage your processes 
and use AI as a tool to assist you.

 AI technologies are 
revolutionizing the way we do 
process design and improvement, 
augmenting our capacity to 
innovate in processes.  Play & 
learn with AI!

 Start small, engage your people, 
learn together and celebrate the 
wins…AI is welcome to stay!

Key Takeaways from Our Journey Today 

Process Excellence AI Technologies
 Core ideas behind LLMs are 

surprisingly intuitive.
 AI (mostly) isn’t magic, it depends 

on good/relevant data + clear 
tasks.

 AI is finding applications, but AI 
researchers often have limited 
perspective and benefit from 
collaboration.

 We (business leaders, process 
practitioners, etc.) must engage on 
providing quality data to 
researchers.

 Use Gen-AI to enhance your “chat 
prompt” skills…practice with these 
tools.



35

Thank You!

Lourdes Gonzalez
Lulu Process Design Group

+208-602-0513 || lourdes@lulupdg.com ||  www.luluprocessdesign.com 

mailto:lourdes@lulupdg.com
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Panelist Questions and Discussion

Josh Racette
President & CEO
Baldrige Foundation
(Moderator) 

Lourdes Gonzalez
Principal Advisor
Lulu Process Design Group
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Free Materials!
Focused on BPMFocused on BaldrigeFocused on AI

lourdes@lulupdg.com
Contact me:

mailto:lourdes@lulupdg.com
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Training & 
Professional 
Development
The Baldrige Foundation Institute for 
Performance Excellence supports individuals 
and organizations around the world by 
providing 400+ quality educational programs. 
Enroll today in some of our healthcare 
courses, such as:

To learn more, visit: 
www.baldrigefoundation.org/education

• Artificial Intelligence for Marketing Professionals

• Leadership for Women in Business
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